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…

I found sorting algorithm most confusing because … 

Text Summarization
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ML models performed well on standard 
benchmarks with ample data

Yet, little is known about how 
models work on low-resource 

real-life applications

Summary of 
Reflections

Class goes too fast … …

… Analysis of Time Complexity …
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● Step 1: Students are prompted to write a 

reflection about what they found 

confusing or interesting

CourseMIRROR Data Collection 
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● Step 1: Students are prompted to write a 

reflection about what they found 

confusing or interesting

● Step 2: Reflections are collected through 

the CourseMIRROR app 

● Step 3: Annotate reflections’ summaries

Extractive Phrase Abstractive



Course Reflection Summarization

7

1. Offering reflection summaries can aid 
instructors in enhancing lecture 
preparation and supporting students
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1. Offering reflection summaries can aid 
instructors in enhancing lecture preparation 
and supporting students

2. Course reflections vary in the length and 
structure (different from opinion 
summarization)

3. Automatic summarization can help scale 
the use of reflections in educational practice

Lack of Benchmarks!
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● Manually annotated corpus with different types of 
summaries and rich metadata

● A comprehensive benchmarking of models for varied 
summarization tasks
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Extractive 
Summary

• I found equipotentials to be the most interesting 
thing, especially …
• The most interesting thing was that finding 
electric potential doesn’t require a path …
(three more reflections selected from input)

Metadata
Gender; 

Ethnicity; Age

Annotated 
Specificity Score
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Annotated 
Specificity Score

Abstractive 
Summary

Phrase 
Summary

• equipotentials 
• calculations 
• relations to old concepts 
• potential 
• integration

The students today found calculations and 
relationships to other concepts that they 
have learned in this and other classes 
interesting. They also found potential energy 
and equipotentials very interesting, as well as 
some integration concepts.

Extractive 
Summary

• I found equipotentials to be the most interesting 
thing, especially …
• The most interesting thing was that finding 
electric potential doesn’t require a path …
(three more reflections selected from input)

Metadata
Gender 
Ethnicity

Age
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● Student reflections on lectures collected from real-world 
lectures

● 782  input-summary pairs from 24 university courses, spanning 
four STEM subjects 

*We only included data from students who explicitly provided consents, and carefully removed all private information



ReflectSumm Dataset
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● Student reflections on lectures collected from real-world 
lectures

● 782  input-summary pairs from 24 university courses, spanning 
four STEM subjects 

● Manual annotations for each pair of input-summary
○ Individual input reflection has annotated specificity score 

and metadata of the author (demographic information*)
○ Three types of summaries are manually annotated by 

high-quality in-house annotators.

*We only included data from students who explicitly provided consents, and carefully removed all private information



Dataset Analysis
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Students write high quality 
reflections with details

Our dataset covers diverse 
subjects
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17

● Manually annotated corpus with different types of 
summaries and rich metadata

● A comprehensive benchmarking of models for 
varied summarization tasks

Extractive Phrase Abstractive



Extractive Summarization
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Task: Select 5 reflections as the summary

Extractive Phrase Abstractive
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Task: Select 5 reflections as the summary

Models:

● BERTSUM-EXT (Liu and Lapta, 2019)
○ Fine-tuned on CNN/DM (287K) or ReflectSumm (less than 800)

● MatchSUM (Zhong et al., 2020)
● ChatGPT (GPT) with different prompts

○ Reflections only
○ Reflections + Specificity

Eval Metrics: ROUGE (R-1/R-2/R-L); BERTScore; Partial Match F1

Extractive Phrase Abstractive
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The performance slightly 
improves when utilizing the 
BERT-EXT model trained on our 
dataset, which is much smaller 
than the CNN/DM dataset 



Extractive Summarization
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The zero-shot GPT-based model 
achieves comparable or superior 
performance compared to 
robust baselines, but it may 
occasionally struggle to faithfully 
extract complete reflections



Phrase Summarization
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Task: Generate 5 phrases to summarize the reflections

Models:

● PhraseSum: deployed baseline (Luo and Litman 2015)
● ChatGPT

○ GPT-noun: prompt to generate noun phrases
○ GPT-Human: A more intricate prompt with human guidelines

Eval Metrics: ROUGE (R-1/R-2/R-L); BERTScore
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GPT models outperform the 
baseline by large margin

GPT-based models are 
sensitive to the prompt, and 
few-shot could help produce 
higher-quality phrases



Abstractive Summarization
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Finetune pretrained 
encoder-decoder

● Vanilla fine-tuning 
● Fine-tuning with 

reflection specificity 

● Zeroshot prompting 
● Zeroshot prompting 

reflection specificity

Prompt GPT-3.5-turbo

Extractive Phrase Abstractive
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Evaluation

● Reference-based metrics
ROUGE (R-1/R-2/R-L); and BERTScore

● Factuality metrics
Entailment based approaches  — SummaC (Laban et al., 2022)

Extractive Phrase Abstractive

Abstractive Summarization
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Reference-based metrics

Specificity information 
showed positive 
influence in case of 
fine-tune pretrained 
models

Extractive Phrase Abstractive
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Factuality Metrics: SummaC

Extractive Phrase Abstractive

Is GPT more factual than 
human reference?
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Students enjoyed learning about the 
differences between supervised and 
unsupervised learning. Along with 
that, they also enjoyed learning 
about the different categories in 
Machine Learning and the different 
categorization and classification 
methods.

● One thing I found interesting was how 
many categories of machine learning 
there are.

● Supervised and unsupervised learning as 
well as discrete and continuous labels and 
how they all related to one another.

● Different categories of machine learning.
● The relationship between unsupervised 

and supervised deep learning.

Source Document Factual Summary

Example
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Students enjoyed learning about the 
differences between supervised and 
unsupervised learning. Along with 
that, they also enjoyed learning 
about the different categories in 
Machine Learning and the different 
categorization and classification 
methods.

● One thing I found interesting was how 
many categories of machine learning 
there are.

● Supervised and unsupervised learning as 
well as discrete and continuous labels and 
how they all related to one another.

● Different categories of machine learning.
● The relationship between unsupervised 

and supervised deep learning.

Source Document Factual Summary

SummaC: 0.2 
(low factuality) 

We need to develop better factuality 
metrics for these types of documents

Example
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● Rich metadata (demographic information of student) can be applied 
for studies on fairness / equity issues

● Our models can enable new downstream functionalities such as 
generating recommended readings and explaining confusing concepts 
based on summary output

For instance, our dataset can enable researchers to 
analyze differences in reflection submission rates and 
specificity among different student groups
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● Rich metadata (demographic information of student) can be applied 
for studies on fairness / equity issues.

● Our models can enable new downstream functionalities such as 
generating recommended readings and explaining confusing 
concepts based on summary output.

Future Work
● Investigating improved prompting techniques. 

● Extending the corpus to other subject domains (i.e. Psychology).

● Designing a dynamic system capable of adjusting the quantity of 
extracted summary outputs according to the size of the lecture.



● Check the prompts, system outputs, and dataset 
at https://github.com/EngSalem/ReflectSUMM

● Contact: 
○ Yang Zhong yaz118@pitt.edu
○ Mohamed Elaraby mse30@pitt.edu 

Conclusion
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● Manually annotated corpus with different types of summaries 
and rich metadata (age, gender, ethnicity)

● A comprehensive benchmarking of models for varied 
summarization tasks

Extractive Phrase Abstractive
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